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Abstract

The need to perform large numbers of complex
simulation computations forms a large part of the
NERC funded eMinerals project [1, 2]. As such
it has been necessary to provide extra computing
power for the project through the production and
use of three compute clusters, each of which are
integrated into the eMinerals minigrid [3, 4].

The integration of these clusters into a single grid
infrastructure means that each of them may be ac-
cessed in a uniform manner, consistent with the
other machines within the minigrid. This paper dis-
cusses the configuration, monitoring, management
and usage of compute clusters in this innovative
manner where users need not even be given user ac-
counts on the machines. Specific attention will be
paid to the manner in which users access and use
the clusters and how the data generated by users
is kept secure from hardware failure or accidental
deletion.

1 Introduction

The eMinerals project is one of the UK eScience
testbed projects. Its aim is to create a mid-
size multi-institution collaborative infrastructure
to encourage more diverse interoperability between
project members through the use of grid technol-
ogy.

The project team consists of both computer sci-
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entists and physical scientists (chemists, physicists,
mineralogists and environmental scientists) who
work together to create realistic molecular-scale
computer simulations of important scientific reac-
tions and processes. These simulations have sig-
nificant computational requirements, and it is nec-
essary for the eMinerals project to leverage not
only its own clusters but also other contributed re-
sources which are all connected using the internet
to form a grid — the eMinerals minigrid.

This paper discusses the structure of the
eMinerals project clusters, including issues such as
their installation and configuration, and how the
clusters are monitored and managed within a dis-
tributed grid environment. We will also discuss
the methods we use to access the clusters and
to backup the data created by our simulations.
both of which have been developed specifically by
eMinerals project members.

To provide the context for this work, we show the
current structure of the eMinerals minigrid and all
of the resources available to the eMinerals project
members in Figure 1. The clusters referred to
within this report are labeled Lake@Cambridge,
Lake@QUCL and Lake@Bath in the figure. The
eMinerals minigrid also consists of other compute
resources, including desktop grids built using the
Condor [14] system. The minigrid handles data
management using the Storage Resource Broker
(SRB) [9], as will be described below. The integra-
tion of the compute and data components is critical
to the operation of the clusters within our grid en-
vironment.
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Figure 1: Representation of the eMinerals minigrid. The compute infrastructure consists of the three
PC/Linux clusters discussed in this paper, namely Lake@cambridge, LakeQUCL and Lake@Bath, to-
gether with a similar cluster (Pond) adapted in the light of our experience with the Lake clusters, a
small high-memory Apple Xserve cluster (Lagoon), an IBM pSeries parallel computer, and Condor pools
in Cambridge and UCL. Most of these resources contain SRB vaults, and the data component of the
minigrid is managed by the MCAT server in Daresbury. Access to the compute resources is through
the Globus and Condor/Condor-G client tools, with security handled through the use of X.509 digital
certificate. Users are prohibited from accessing most resources via traditional login procedures such as
ssh. Similarly sftp is not used by users to extract files, with data access being provided by the SRB.




2 Cluster structure and oper-
ation within the grid envi-
ronment

2.1 Cluster structure and basic in-
stallation

Each of the three clusters is assembled from stan-
dard commodity components. They consist of six-
teen compute nodes, each with a single Pentium
IV processor, 2 GB of RAM and a 120 GB system
hard drive. The nodes are connected together using
gigabit Ethernet and are controlled by a separate
master node of identical specifications. The master
node also contains a RAID array to provide 720 GB
of data storage, with the capability of further ex-
tension later when needed. This storage is only
used for users’ files, and is not used for operating
system files.

Most of the codes users run on the eMinerals
clusters do not require constant inter-node com-
munication, and indeed some of the applications
are embarrassingly parallel and thus require only
book-keeping communications at the start and
end of runs. The main requirement is to the
speed /bandwidth of bulk data transfer rather than
the need for ultra-low latency, and thus the appro-
priate inter-node network communications is pro-
vided by gigabit Ethernet. This has a slight la-
tency penalty as compared with 100 Mbit Ether-
net, which was minimised by careful optimisation
of the Linux kernel TCP/IP configuration. An av-
erage latency of approximately 100 us was achieved
with with 64-byte packets, which was deemed to be
acceptable.!

At the time of writing, the clusters each run
Mandrake Linux 9.2 [10] and Oscar 2.3.1. Os-
car [11] provides all the necessary cluster instal-
lation tools, together with tools for all the basic
operations such as job scheduling and basic moni-
toring via the Portable Batch System (PBS) [7] and
Maui job scheduler [8].

Most of the community of users still use code
written in Fortran, and so the clusters were pro-

1The view was taken that these clusters were not designed
to run as mini-high-performance machines, but that they
should instead be optimised for high-throughput computa-
tions. The eMinerals users have access to other resources for
their high-performance requirements.

vided with several Fortran compilers and MPI
(Message Passing Interface) libraries (both MPICH
and LAM implementations). It is our users’ expe-
rience that the performance of different codes is af-
fected by the choice of compiler and MPI. Finally,
we also installed various Maths Libraries includ-
ing ScaLAPAC, BLACS, etc., each of which was
installed with their standard configuration.

The three clusters were installed in Cambridge,
UCL and Bath. Routine day-to-day maintenance
is performed remotely from Cambridge with extra
assistance provided by project members local to the
cluster.

2.2 Middleware for wuser access
within the minigrid environ-
ment

Running and managing computations within a grid
environment is quite unlike running jobs on a stan-
dalone cluster. We note that Oscar is primarily
designed for use in standalone clusters which users
access through the use of ssh or some other direct
connection mechanism. This access model does not
directly fit with the grid model employed by the
eMinerals project, since direct access is not per-
mitted 2. Our approach has been to use the Globus
Toolkit (herein referred to as Globus) [6]. Within
the eMinerals project we use both versions 2.4.3
and 3.2.1 of the Globus Toolkit; we mostly only use
the functionality of the v2 toolkit, which has been
propagated into v3. At the time of writing, we are
anticipating the release of Globus toolkit v4 as a
replacement for v3, and will upgrade all clusters to
v4 when it is available.

The key thing about Globus is that provides ac-
cess to the clusters through the use of X.509 certifi-
cate driven authentication without the users need-
ing to directly log in. Jobs can be submitted from
the users’ own desktop computers using the Globus
client tools, or from some designated submit ma-
chines running the Globus toolkit. User accounts
have been created on each cluster, but users do not
actually know (and are unable to change) the pass-

2Since the eMinerals minigrid is a prototype grid infras-
tructure, it is essential to enforce rules such as access mech-
anisms which will reflect larger-scale grid structures. How-
ever, we do allow direct access to the Cambridge cluster via
gsissh for code developers to compile and test their applica-
tions.



words associated with their user accounts on the
cluster machines since they are not needed when
using certificate authentication such as Globus pro-
vides.

Once jobs have been submitted to a cluster via
Globus, they are passed onto the cluster’s own in-
ternal scheduling system which in the case of the
eMinerals clusters is provided by PBS for inter-
nal job submission and Maui which handles the
scheduling of jobs until required resources are avail-
able.

We did find the use of several different MPT li-
braries leads to difficulties within the Globus imple-
mentation. As a result it was necessary to extend
the standard installation of Globus to enable the
user to specify which MPI installation should be
used at runtime. By default the Globus PBS inter-
face uses a default MPI implementation as speci-
fied by an environment variable on the cluster be-
ing used. We extended the perl implementation of
the interface between the Globus job specification
and the PBS job specification so that it can handle
an extra value in the Globus job’s RSL (Resource
Specification Language) specifying which MPT im-
plementation to use. This extra RSL tag is then
passed to the PBS scheduler (Maui) from Globus
and the specified MPI implementation is then used.
If the user does not specify the extra tag, then the
default MPI implementation is used, as with the
standard Globus behaviour.

2.3 Data management within the
minigrid environment

Without users being able to directly log in to the
grid clusters, what users can do with their output
files is restricted. If users know the files being pro-
duced, they can use the gridftp tool provided with
the Globus toolkit, but there are cases where users
do not know exact details of files being produced.
Overall, we decided that most users needs would
be best met by employing a distributed data man-
agement infrastructure, and the best product for
this is the SRB. The SRB provides a single logi-
cal file structure even though data are distributed
over several locations, and the user sees a single
point of access to this file structure. The geograph-
ical location of any file is reduced to a mere file
attribute. The SRB has a central metadata cat-
alogue (MCAT) server that maintains information

about all files within the SRB. In the case of the
eMinerals project, the MCAT server is located at
the Daresbury Laboratory (see Figure 1). In addi-
tion to the central MCAT server, the SRB system
requires a set of storage vaults. One vault has been
setup on each of the three clusters (the 720 GB raid
arrays referred to above). Moreover the SRB client
tools are installed on each cluster.

The operational approach is that users manage
their data on the SRB. They put their files onto
the SRB before beginning their calculations. Their
jobs download the relevant files from the SRB prior
to running the main application code, and place all
output files into the SRB at the end of the job. It
is possible to use wildcard file specifications, which
means that users do not need to know details of
files produced within a run in advance.

2.4 User access

As discussed above, users do not have login access
to the clusters within the minigrid, and need to
use both the Globus and SRB tools to manage job
submission and data handling. With this infras-
tructure, the main challenge concerns usability is-
sues, particularly since the Globus tools are not
straightforward to work with.

Our experience within the eMinerals project has
been that users are able to cope much better with
the interface to the Condor desktop-grid infrastruc-
ture. Fortunately Condor and Globus have been
implemented within the Condor_G toolkit, which
provides a Condor-like interface to the Globus
toolkit. We have used Condor_.G to develop a
script-based interface to our minigrid and SRB.
This handles the job submission and job queueing,
and the data transfer between the clusters and the
SRB. Specifically, the various stages in a job life cy-
cle are handled using Condor’s DAGMan workflow
tool, as described in more detail elsewhere. The
user only needs to modify a very small script, with
a larger general script managing the setup and ex-
ecution of all the processes within a job. The small
user-supplied script which closely resembles a stan-
dard condor job submission script, allows the user
to provide details of file locations within the SRB.
The executable image can be transfered to the min-
igrid from the user’s desktop or from the SRB.

Subsequent to the development of this command
line interface we have developed a web-based portal



interface to the eMinerals minigrid [13], which will
allow project members access to all of the project’s
compute resources, including job submission, mon-
itoring and data retrieval. This portal has two key
advantages over the script-based interface. Firstly,
it does not require the installation of client tools on
the user’s machine, and secondly it avoids problems
experienced with communication through firewalls
between project sites 3.

3 System Monitoring

Since the eMinerals minigrid is comprised of a large
number of compute resources, it became apparent
that a single tool to monitor them all automatically
would be required. We developed a monitoring tool
comprised of two distinct sections. The first sec-
tion is the actual monitoring system, which periodi-
cally queries each of the compute resources for their
queue and disk usage statistics. This querying of
the minigrid resources works by submitting Globus
jobs to each of the different resources (both the
clusters described in this paper and other machines
within the minigrid as shown in Figure 1). These
jobs run queue querying and disk usage commands,
returning the output to the querying machine. The
output from these commands is then parsed and all
useful information stored within a database. This
process is performed every 30 minutes giving all
users very recent if not necessarily completely cur-
rent information. The second section of the tool
visualises the data collected from the first section,
making it simple for any eMinerals project member
to quickly check the status of a machine on the min-
igrid and ensuring that they can target their jobs
at any unused resources. Whenever a project user
navigates to the web page that displays the infor-
mation [12], the database is queried and an image
of the UK presented with boxes around the coun-
try representing the different compute and storage
resources within the minigrid (See Figure 2, below).

The next version of the monitoring tool will
include email notification to system administra-

3In practice firewall problems can be fixed by coordina-
tion with the relevant firewall administrators. However, fire-
wall policies are outside the control of the eMinerals project
team, and we have found that they are liable to change with-
out notice, causing part of the minigrid to become unaccessi-
ble for the time taken for the implications of policy changes
to be reversed.

tors should any compute nodes stop responding to
queries and increased amounts of queue statistics
including actual queue status command output so
that users can retrieve more information regarding
the state of particular queue resources.

4 System Maintenance and
Management

Although the clusters are reliable and do not re-
quire much outside intervention, occasionally a
compute node will stop responding to connection
requests from its master node. In this case project
members at the cluster’s location simply reboot the
node. If this fails to trigger the node to resume
communications with the master node then a clean
network reinstall is performed from system images
stored on the master node. Note that the install
images are constantly maintained so that a rein-
stall results in a fully functioning installation and
no further steps are required to configure a node
once a reinstall has occurred.

In the majority of cases these steps will reset
the misbehaving node into a state in which they
can again accept jobs from users and can continue
as normal. However occasionally they experience
hardware failure, in which case project members
who have more system administration experience
will troubleshoot and fix the node, however as much
as possible this troubleshooting will be performed
remotely with the assistance of the local project
members.

We have also provided a redundant system disk
in the master node allowing the system to be
swapped over to the backup configuration in a mat-
ter of minutes even by a project member without
computing training. We did not however imple-
ment a system disk raid configuration to provide
the redundancy to ensure that the backup system
disk is in a stable state and any system corruption
is not propagated. This returns the system to an
operational state, allowing other project members
to connect to the system and perform troubleshoot-
ing tasks from remote locations, independent of the
project members within the system’s location.
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Figure 2: The status of the eMinerals minigrid at the time of writing. Each of the blue boxes represents
a compute resource on the minigrid. The colour of the computer image gives a simple representation
of how heavily the machine is being used. The display and colour of storage cylinders represents the
existence of an SRB storage vault and the approximate degree of utilisation of the vault. This page can

be found at http://www.eminerals.org/gridStatus/ .



5 Backup System

The backup system employed on the eMinerals
clusters was written especially for the project by
project members and makes unique use of the oth-
erwise unused hard drive space on the compute
nodes. Every night an archive is made of every
file that each user has changed since the previous
day. Then once a week, every file in the homespace
of each cluster is archived and compressed into sev-
eral files, one or more for each user of the system
depending on the amount of data to be backed up.

Each compressed archive is stored on the
relatively-unused hard drive of one of the cluster
nodes. Each week, the node to which the backup is
stored is changed in a round robin fashion. In this
way we can keep a complete backup of all users’ files
for a maximum of sixteen weeks before we start to
overwrite previous backups (depending on the to-
tal size of each week’s backup). All of the archives
containing files that users have changed that week
are then copied over to the compute node which al-
ready stores the previous week’s complete backup.
The node to which any further backups are to be
made is then incremented, such that the next com-
pute node will store the next week’s backup files
and the complete backup performed at the same
time. This means that the files backed up to any
one node can be combined and manipulated to pro-
duce any of the files stored on the next node in the
backup sequence.

There are however two possible drawbacks to the
use of the backup system as described above. One is
increased network communications due to the same
communications channel being used for both inter-
node communication and for moving the backed up
data. However this has not been a problem with
our clusters due to the largely embarrassingly par-
allel nature of our calculations. Secondly, there is
no protection from physical risks such as fire. Our
clusters do not fully address either of these prob-
lems because we believe them to be of relatively low
risk when applied to our situation.

6 Discussion and conclusions
The main point of this article is to describe the im-

plementation of high-throughput cluster computing
within a grid environment, in which users are ex-

pected to access resources using grid middleware
tools rather than through direct logins. The most
novel feature of this work has been the integration
of the compute and data grids through the use of
the SRB for data management. As described above,
the data management and distributed data grid
components have been integrated into the clusters
in both the hardware and software layers. We do
not know of previous integration of this type. In ad-
dition to describing the cluster setup, we have dis-
cussed several usability issues, and described how
we have developed interfaces and methods to en-
able the simulation scientists to make easy use of
the clusters within the grid environment.

The other key message of this article, which we
have only commented on in passing, is that this
grid infrastructure has not proved to be difficult to
maintain. Running three clusters over three sites
has not required dedicated staff effort, and it has
been possible to use untrained team members to
help perform occasional troubleshooting tasks.

Our main conclusion, therefore, is that it is prac-
tical for consortia to set up and manage clusters
within an integrated compute and data grid en-
vironment without requiring large investments in
support manpower or user training.
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